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Efficient use of computational resources

Topic of interest:
m Current scope of computational resources allows solving problems of
enormous size

m Combination with efficient algorithms offers massive potential to
increase the accuracy of solution on large number of unknowns

Approaches presented in this talk:
m Dynamic resolution with adaptive methods
m Focus computational resources on areas of interest
m Multi-core architecture suggests parallelization
m Use multiple processors at once to solve problems
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Adaptive methods

m Focus computational resources on areas of interest
m Align simulation resolution with complexity of current solution
m Finite Element Method (FEM) provides two different possibilities:

h-adaptation: dynamic cell sizes good for irregular solutions
p-adaptation: dynamic function spaces good for smooth solutions

m Combination of both possible
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Figure: h-adaptive methods Figure: p-adaptive methods
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Parallelization

m Current computer architectures provide multi-core processors
m Supercomputers arrange those on distributed nodes

m Using all resources efficiently requires parallelization
m Distribution of workload and memory demand

m Our approach: Distribution of domain on several processes
m Each subdomain needs relevant part of the global solution
m Requires a layer of so called ghost cells
m Involves communication between processors

—
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(a) Domain to be distributed (b) Subdomain for CPCUO  (c) Subdomain for CPU 1

Figure: lllustration of locally owned, ,and cells
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Parallel generic adaptive methods in FEM

m Combine both approaches to get parallel hp-adaptive methods

m Develop generic algorithm, applicable for any FEM software

m The non-trivial parts are:

Enumeration of degrees of freedom (DoFs)
Data transfer across subdomains
Load balancing

m Reference implementation in deal. II library [1]
m See issue #3511 for development log
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https://github.com/dealii/dealii/issues/3511

Enumeration of degrees of freedom

m Numbering of DoFs necessary to build linear equation
m Parallelization and p-adaptive methods require different algorithms
m See parallel [2] and hp [3] papers for details

Combination of both algorithms not trivial

Local enumeration of DoFs

Invalidate DoFs on ghost interfaces to processors with lower rank
Unification of DoFs on local domain and ghost interfaces
m Ownership of DoFs clarified
Global re-enumeration of DoFs
m Local DoF indices set
Exchange of locally owned DoFs
A Merge DoFs on ghost interfaces
m Global DoF indices set lJ JULICH
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Enumeration algorithm on paper

Figure: Final version of the enumeration algorithm
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Data transfer across subdomains

m On distributed triangulations, each subdomain needs access to relevant
fraction of global quantities

m Changes on cell ownership requires transfer of these quantities

m With p-adaptive methods, per cell data sizes may differ
Communication between involved processors required

m Creation of memory buffers for fixed and variable size data
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Figure: Division of contiguous memory chunk
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Data transfer

m Treat fixed and variable size data separately

m Each transfer algorithm optimized for their specific task
m Potentially slower variable size transfer will only be used when necessary
m Compression possible with variable size transfer

m We have contiguous memory chunks for data transfer during
repartitioning, refinement/coarsening, serialization

m Program may be resumed with a different number of processors

m Data consignment independent of transfer algorithms used for
repartitioning, refinement/coarsening, serialization
m Use non-blocking MPT communication for all operations
m deal.IT utilizes interface to pdest [4]
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Load balancing

m Cell construction
m Matrix & right-hand-side assembly
m Type of solver

m Correlation to number of DoFs, quadrature formula, ...

m How to find a suitable estimate for a cell’s workload?

m Open question

Factors that determine workload:

p-adaptivity yields differing workload between cells
Weighted repartitioning achieves balanced load per processor

Q
4 DoFs

Q
9 DoFs

Qs
16 DoFs

Qs
25 DoFs

Figure: Different finite elements and their number of degrees of freedom in 2D
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Dynamic hp-adaptive methods

m At this stage, parallel hp-FEM on static meshes possible
m Dynamic strategies required for successive adaptation

m Variety of hp-adaptive strategies reviewed by Mitchell [5]

Refinement history
Smoothness estimation

m Selection implemented in deal. II library [1]
m See issue #7515 for development log
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Figure: Enhanced SOLVE-ESTIMATE-MARK-REFINE cycle
P ..
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https://github.com/dealii/dealii/issues/7515

Mark cells for adaptation

m Determine sensitive areas of solution where resolution shall be adapted

m For this, assess a posteriori error estimates as indicators for adaptation

Estimate errors on all cells

m Estimator by Kelly et al. [6] for Laplace equation: —V - (aVu) = f
m Proved as reasonable indicator for other scenarios as well
m Implemented in deal.II asKellyErrorEstimator

8uh h
I G-l <€k si= Yo [ oy ] g0, o= o
Feok 70K Pr

Mark cells for adaptation

m Most prominent strategies
fixed number: controls growth of mesh size
fixed fraction:  controls reduction of error estimates
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A priori error prediction

m Error behavior for hp-FEM is well understood [5]

m Algebraic convergence rate with h-adaptation

h* .
IV (u=tnp)llp () = € pr= |ullm(q), ##=min (p,m—1), C dependentonm

m Exponential convergence rate with p- or hp-adaptation
m Requires solution to be sufficiently regular

v (u—uhp)||H1(Q) < C exp (—b NL/O‘Q;S) , C, b>0 independent of Ngofs

Refinement history

Predict and verify error of solution during hp-adaptation process
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Refinement history

m Verify prediction’s accuracy

m Decide on either h- or p-adaptation

on marked cells
Keep h fine:
Keep p large:

Kk > TIK ,pred
Mk < 7K pred

Figure: h-adaptation

Figure: Error prediction algorithm based on Melenk and Wohlmuth [7]

Adaptation type

Prediction formula

no adaptation

NK,pred = TIK In Tn € (07 OO)

p-adaptation

nK7pred — 77K ry’ng,future_pK) ’}/p 6 (07 1)

h-refinement

h-coarsening
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Smoothness estimation

m Decay of series expansion coefficients for indicating smoothness

m Legendre series expansion as presented by Mavriplis [8]

m Evaluate exponential decay of Legendre coefficients a; ~ Ce 71
m Convergence rates o > 1indicate good grid resolution (keep h fine)

m Fourier series expansion as presented in step-27
= Mapped solution {(X) in ##~9™/2 when Fourier coefficients Uy decay as

0] = ‘/exp(ik~)?) o(%) df
K

=0 ()

m Use convergence rates p as smoothness indicators and compare them to
relative thresholds (step-27) ...
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Example: Reentrant corner

m Domain with reentrant corner

Q:{(r,go):ogr/\oggogz}
«

m Laplace problem has a solution

—Vu=0

u=r"sin (o)

c
I

with singularity for ac€ (3, 1)

Pseugbcobr
var:solufon
0000 03150 06300 09449 1200
|

m We pick oz:% and solve on

Max: 1200
Min: 0,000

Q= [_17 1]2 \ ([Oa 1] X [_1a 0]) Figure: L-shaped domain
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Example: Comparison of decision strategies
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(a) Fourier coefficient decay  (b) Legendre coefficient decay (c) Refinement history

Figure: Mesh and polynomial degrees of finite elements after 4 consecutive
hp-adaptations.
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Example: Comparison of refinement types

i T

—e—NoONE
—=—honly

| |—e—ponly

—— hp Fourier
——hp Legendre

1074 - -hp prediction

L2 error

10-3

ul | | | | | |
103.4 103.6 103.8 104 104.2 104.4 104.6
Number of degrees of freedom

Figure: Error convergence for different strategies (n_glob_refs=4, p_init=2)
Results for hp Legendre not satisfactory — investigate! O JULICH
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Example: Scaling

—e—setup

—m— assembly

—e—solve

—— estimate error

—e— flag adaptation
--e--estimate smoothness
-a-flag p

--e--refine

---compute errors
-+-write

T T

Wall time [seconds]
o

0.01

\
- a---p--%-- - L]

| | | | |
39,800 63,100 100,000 158,000 251,000 398,000 631,000
Number of degrees of freedom

Figure: Weak scaling for Fourier decay strategy (PETSc, n_procs=136, p=2,3,4,5,6)
Results for assembly not satisfactory — investigate! O JULICH
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Summary & Outlook

m New algorithm for massively parallel hp-adaptive methods, generally
applicable for any FEM software
m Reference implementation in deal.II involves:

m Enumeration of degrees of freedom, independent of number of
subdomains

m Consignment of contiguous memory chunks for data transfer

m Weighted repartitioning for load balancing

m Selection of adaptation strategies for hp-FEM

m Future steps:

m Heuristic analysis on reasonable cell weights
m Provide tutorials in deal.II as a manual for a broader audience
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